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Like any system, AI 
applications have 
vulnerabilities and 
face numerous 
risks

https://blog.mithrilsecurity.io/poisongpt-how-we-hid-a-lobotomized-llm-on-hugging-face-to-spread-fake-news/



Model weaponization

PII leaks

Infrastructure
vulnerabilitiesBiases

Prompt subversion

Model backdoors

Hallucinations

AI systems face many classic risks, but also 
AI-specific threats



  SAIF site

SAIF: Secure AI 
Framework

  

https://saif.google


SAIF principles

02 03 04 05 06
Expand strong 
security 
foundations to the 
AI ecosystem

Extend detection 
and response to 
bring AI into an 
organization’s 
threat universe

Automate defenses 
to keep pace with 
existing and new 
threats

Harmonize platform 
level controls to 
ensure consistent 
security across the 
organization

Adapt controls to 
adjust mitigations 
and create faster 
feedback loops for 
AI deployment

Contextualize AI 
system risks in 
surrounding 
business processes
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AI system tour map

Model

Governance and Assurance

Data

Application

Infrastructure



Application Component

Application Model Plugin

Data Component

Data Sources

External Sources

Model Component

Users

Model 
Input Handling

Model
Model 

Output Handling

Infrastructure Component

Model and 
Frameworks Code

Model and 
Data Storage Model Serving

Data Filtering 
and Processing

Training, Tuning 
and Evaluation



Components

Classic risks

AI-specific risks

Controls



There is a lot to cover
Where do I start?



Today: the top 5 controls to implement



                   
Data



Data Component

Data Sources
Data Filtering 

and Processing

External Sources

Data poisoning



Gmail manual reporting false flags
AI-specific risks



Sanitize your training 
data and track data 
origin carefully

Recommendation 1 



Discover, manage, 
protect, and audit data 
AI-based workloads. 

Data Governance 



Data Lineage & Governance: Troubleshooting data poisoning issues is a 
lot easier if you can visualize the data lineage.  



Data Lineage API 
automatically captures and 
represent data lineage with 
out-of-the-box support for 
BigQuery, Dataproc, Cloud 
Composer, and Cloud Data 
Fusion.



Sensitive Data Protection Services

Discovery
Get continuous visibility into all 

your sensitive data.

Deep Inspection
Inspect data in storage systems or content 

streams to investigate individual findings

Understand
your data

Protect
your data

De-Identification
Transform, mask, and de-risk sensitive data 

findings.

Automated Access Control
Assign and control access based on data 

sensitivity

Embed
protection

Fully featured API
Use Sensitive Data Protection services programmatically from virtually anywhere to protect content 

on-the-fly in custom applications, AI/ML training, and Generative AI prompts and responses



                   Infrastructure



Infrastructure Components

Training, Tuning 
and Evaluation

Model and  
Frameworks Code

Model and 
Data Storage Model Serving

Model source 
tampering



Infrastructure Components

Training, Tuning 
and Evaluation

Model and  
Frameworks Code

Model and 
Data Storage Model Serving

Unauthorized 
training data
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Potential 
Object 
Hijack

Arbitrary 
Code 

Execution

Pickle 
Deserialization

PingbackSoftware 
Opening

File 
Write

Reverse 
Shell

Hugging Face 
model files 
backdoored

Classic risks

https://jfrog.com/blog/data-scientists-targeted-by-malicious-hugging-face-ml-models-with-silent-backdoor/



Architectural 
backdoor 
in neural network

AI-specific risks

https://arxiv.org/abs/2206.07840



Enforce access controls 
on all models, code, 
and data

Recommendation 2 





Implement verifiable 
model provenance 
using cryptography          

https://github.com/google/model-transparency



Notebook Security Scanner

Notebook Security 
Scanner, now 
available in preview, 
detects and provides 
remediation advice 
for vulnerabilities 
introduced by 
open-source 
software installed in 
managed notebooks.

Private preview 
interest? Fill out this 
form.

https://forms.gle/LbFHzWyQRVD8HQVm8
https://forms.gle/LbFHzWyQRVD8HQVm8


● Isolate production GCP resources from clients 
on unauthorized networks or devices. 

● Isolate production (hybrid) VPC networks from 
unauthorized GCP resources. 

● Zero trust network access to GCP resources 
based on network, device, identity and service 
context. Supports BeyondCorp Enterprise. 

● Private, efficient and secure data exchange 
across organizations with fine grained rules. 

● Comprehensive path coverage including 
service to service interactions on cloud 
backend. e.g. BQ load from GCS 

Overview of VPC Service Controls 

Unauthorized 
Project / Network

VPC Service Controls
Service Perimeter

Compute

Storage

Storage

BigQuery

Compute

Partner Project / 
Network

Storage

Corp Network

Compute

private

Trusted 
IP / device



Admin Activity audit logs
● Includes "admin write" operations that write metadata or configuration information.
● You can't disable Admin Activity audit logs.

Data Access audit logs (must explicitly enabled)
● "admin read" 
● "data read" and "data write" operations that read or write user-provided data.

Vertex AI Logging



                   Models



Model Components

Model 
Output Handling

Model 
Input Handling

Model

Prompt injection



Invisible image content 
hijacks result accuracy 

https://twitter.com/d_feldman/status/1713019158474920321

AI-specific risks



Filter inputs, including 
safety filters and 
transcoding files

Recommendation 3 



Model Components

Model 
Output Handling

Model 
Input Handling

Model

Unsafe content 
generation



Un-sanitized output 
leads to generation 
of unsafe content 

https://www.techtimes.com/articles/304222/20240502/ai-priest-demoted-saying-babies-baptized-gatorade.htm

AI-specific risks



Filter outputs, including 
web sanitization, code 
sanitization, and safety 
filters

Recommendation 4 



Model Armor

Model Armor, expected to be in 
preview in Q3, can enable you to 
inspect, route, and protect 
foundation model prompts and 
responses. It can help you mitigate 
risks such as prompt injections, 
jailbreaks, toxic content, and 
sensitive data leakage. Model Armor 
will integrate with products across 
Google Cloud, including Vertex AI. 

If you’d like to learn more about early 
access for Model Armor, you can 
sign up here.

https://forms.gle/egcAxwmyaQzaeZH4A


Image Content Moderation and Safety
Imagen 2 has built-in safety precautions and customizations to help ensure that generated images align with 
responsible AI principles

People and face generation
Google carried out human rights due diligence as the product was developed to  
adhere to the best emerging practices around human image generation.

Children image generation
Child image generation is restricted by default. If a customer elects to allow child 
image generation, the model will only generate images using the highest safety filter 
settings.

Safety filter and content moderation
Prompts and images (generated or uploaded) are assessed against a list of safety 
attributes (e.g. violence, sexual, derogatory, and toxic content) and are filtered out 
based on the safety threshold selected.



ShieldGemma is a set of open-source SOTA 
input and output filtering models

https://ai.google.dev/gemma/docs/shieldgemma



                   Applications



Application Components

Application Model Plugin

Users External Sources

Unauthorized 
model action

Insecure integrated 
component



Un-sanitized 
plugin outputs 
lead to data 
exfiltration

https://embracethered.com/blog/posts/2023/chatgpt-cross-plugin-request-forgery-and-prompt-injection/

Classic risks



Sandbox and enforce 
least privilege on your 
AI applications

Recommendation 5 



Implement zero-trust 
framework including 
Beyond Corp in Google 
Cloud

https://cloud.google.com/learn/what-is-zero-trust?hl=en

https://cloud.google.com/learn/what-is-zero-trust?hl=en


Top 5  
Recap

Sanitize your training data and track data 
origin carefully

Sandbox and enforce least privilege on your AI 
applications

Enforce access controls on all models, code, 
and data

Filter inputs including safety filters and 
transcoding files

Filter outputs including web sanitization, code 
sanitization, and safety filters



CoSAI alliance 
focused on 
building AI 
security 
together



Thank You


