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ABSTRACT
South Asia faces one of the largest gender gaps online glob-
ally, and online safety is one of the main barriers to gender-
equitable Internet access [GSMA, 2015]. To better understand
the gendered risks and coping practices online in South Asia,
we present a qualitative study of the online abuse experiences
and coping practices of 199 people who identified as women
and 6 NGO staff from India, Pakistan, and Bangladesh, using
a feminist analysis. We found that a majority of our partici-
pants regularly contended with online abuse, experiencing
three major abuse types: cyberstalking, impersonation, and
personal content leakages. Consequences of abuse included
emotional harm, reputation damage, and physical and sex-
ual violence. Participants coped through informal channels
rather than through technological protections or law en-
forcement. Altogether, our findings point to opportunities
for designs, policies, and algorithms to improve women’s
safety online in South Asia.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in
HCI.
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1 INTRODUCTION
The Internet is expanding its reach across South Asia, but
only 29% of users from India are women [47]. Likewise,
women in South Asia are 26% less likely than South Asian
men to own a phone and 70% less likely to connect to the
Internet via a mobile device [41]. One of the largest barri-
ers to gender-equitable participation in this region is online
safety (among other barriers like affordability and relevance),
driven in part by fear of contending with harassment [41]
and risks to one’s reputation [54]. Consequences of online
abuse can be extreme. For example, Qandeel Baloch, a social
media celebrity in Pakistan, was murdered by her brother
in 2016 for posting selfies that he perceived to mar their
family’s honor [39]. In another incident, Vinupriya in India
committed suicide after her social media profile photo was
stitched to a semi-nude body and spread virally [67]. Naina
Rahman of Bangladesh attempted suicide after a similar im-
personation incident in 2017 [57]. The fear surrounding these
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events further reduces the online participation of women in
an already gender-unequal Internet context [41].
The specter of online abuse is not unique to South Asian

women. People across the Internet contend with a gamut
of threats including harassment [6], bullying [31], revenge
porn [26], and doxxing [21]. Compared to men, women are
more likely to be targets for online abuse [25, 55, 96]. De-
spite this breadth of prior work, existing studies largely
focus on Internet users in the United States and Western
Europe (e.g., [14, 19, 21, 22, 26, 29, 96]). However, abuse expe-
riences do not generalize uniformly across the world. South
Asia represents a distinct context where gender inequality is
high [34], technology is newly emerging [61], and cultural
norms and expectations are unique to the region [83].

In this paper, we aim to show the manner in which abuse is
articulated online in the everyday, gendered lives of women
in India, Pakistan, and Bangladesh. We draw from qualitative
interviews with 199 cisgender and non-cisgender members
who identified as women and 6 staff members at four NGOs
that provide services to abuse victims in the region. ‘Online
abuse’ refers to privacy invasions, malicious activity, harm
tactics, and other forms of marginalization that participants
reported experiencing. We recruited participants across so-
cial classes, religions, and ages to capture a cross-section of
experiences and perspectives. We did not intentionally sam-
ple victims of abuse, but instead sought out general technol-
ogy users. Our study addresses three research questions: (1)
what types of online abuse do South Asian women face and
how pervasively?; (2) how is the online abuse coped with?;
and (3) what are the impacts of online abuse? These questions
provide a unique lens into the experience, prevalence, and
severity of abuse facing an otherwise newly emerging popu-
lation of Internet users. We employ a South Asian feminist
lens to engage with the research and its implications.
We found that a majority (72%) of our participants re-

ported experiencing online abuse, especially on social media
platforms. We collated these experiences into three consis-
tent abuse types. Cyberstalking involved an abuser initiating
unwanted contact (reported by 66% of participants). Imper-
sonation involved an abuser creating a malicious likeness of
the victimwithout their consent (15%). Personal Content Leak-
ages involved an abuser non-consensually exposing the par-
ticipant’s online activity in unwanted social contexts (14%).
We found that younger and rural, sexual minorities, and
low-income participants reported abuse more commonly.
Cyberstalking was more commonly reported by Indian par-
ticipants, and impersonation and personal content leakages
were higher among Pakistani and Bangladeshi participants.

Abuse in South Asia is materially different from what is
reported in other geographic or cultural contexts. Even seem-
ingly minor infractions, such as a stranger lifting a partici-
pant’s profile photo or leaking their name, carried significant

consequences. Participants cited emotional harm, reputation
harm, romantic coercion, and domestic violence as conse-
quences of online abuse. Taken as a whole, prevalence and
severity of the abuse types we identify are substantively
different from other contexts due to the influence of local
norms and power relations.

Participants largely did not turn to law enforcement or in-
app reporting on social media platforms for support in online
abuse situations. Instead, they relied on informal solutions;
for example, half the participants reached out to friends
or family for support. Other coping techniques included
limiting the information provided on social profiles, posting
non-face photos on their profiles, and using mechanisms to
establish trust with contacts online.
In summary, we make two primary contributions. We

present a qualitative study examining the online abuse ex-
periences of South Asian women, the consequences they
face due to abuse, and their coping practices. Secondly, we
discuss the implications of our results in enabling technol-
ogy creators to design their systems and policies to better
account for these threats in South Asia.

2 RELATEDWORK
Types of online abuse attacks
Prior research has explored abuse online in the context of
sexual harassment [78], cyberstalking [11], catfishing [52], re-
venge porn [26], doxxing [21], sextortion [99, 100], intimate
partner violence [30, 31, 36, 37, 60, 89, 101], and more. Partic-
ipants from research on abuse included school children [32],
college students [33], online gamers [44, 49, 94], celebri-
ties [80], Wikipedia contributors [27], dating site users [59],
and intimate partner abuse survivors [30, 31, 36, 37, 60, 89,
101]. Women experience a wider variety of online abuse than
men, and are more likely to be angry, worried, or scared as
a result [55]; with younger women [78, 96], and sexual and
racial minorities [31, 78] being more susceptible to online
abuse. Across the abuse literature, there has been an em-
phasis largely on North American and Western European
populations. We now highlight related work on cyberstalk-
ing, impersonation, and personal data leakages—the three
main abuse types articulated by our participants.
Cyberstalking. Stalking encompasses a range of behaviors
initiated by an individual who engages in a pattern of harass-
ing or threatening behavior [15], manifesting as following a
person, making harassing phone calls, leaving written mes-
sages, or vandalizing property [93]. Cyberstalking is where
the Internet is used to identify and target victims [11]. A
2017 PEW survey conducted with 4,248 U.S. adults notes that
7% reported experiencing cyberstalking [78].
Impersonation. Impersonation is described as “pretending
to be someone else and sending or posting material to get
that person in trouble or danger or to damage that person’s
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reputation or friendships” [98]. Impersonation can be harm-
ful to both the people who interact with the profile and to
the person whose identity is co-opted [52]. Impersonation
occurs in the form of stolen identities of real people [91],
celebrities [80], and bots [40]. Attacks can manifest as false
social identities [91], deepfakes [80], phone call spoofing [10],
or e-mail spoofing [38]. Impersonation can result in financial
loss [86, 91], romantic loss [86], and emotional withdrawal
[86]. Lenhart et al. in their 2016 survey with 3,002 Americans
report that 6% experienced impersonation [55].
Personal content leakages. Doxxing is the outing of pri-
vate information, such as intimate photos or finances, non-
consensually to the public [13]. Doxxing is instigated by
factors like public vigilantism [3, 21], offline harassment
[81], and shaming [13]. Revenge porn is the distribution of
private, sexually-explicit images of individuals without their
consent [5], making the victim a ‘sex object’ with a damaged
reputation [43]. In Lenhart et al.’s 2016 survey, revenge porn
was reported by 2% of respondents [55].

Strategies for coping with abuse
Research on coping practices has also focused mainly on
Western populations. Unabated, victims tend to ignore low-
severity abuse [78], while more severe forms can result in
victims withdrawing from platforms [25, 27, 29, 35, 65, 96];
self-censoring, [70]; feeling anxiety [73]; and committing sui-
cide [90]. To cope with abuse, victims may adopt anonymous
and gender-neutral identities, self-limit content, use humor,
and avoid communication with others [35, 54, 96, 97]. Some
rely on reactive strategies like ignoring abuse, confronting
abusers, avoiding location sharing, editing privacy settings,
and deleting accounts [49, 55, 97, 100]. Social support may
be sought through through online communities [14, 29, 35]
and women-only spaces [12]. A sizeable 27% of victims re-
ported abuse to technology platforms in Lenhart et al.’s 2016
survey [55]. However platforms may lack consistency in
policies and there may be non-transparency in responses to
reports of abuse [19, 74]. Prior research in the West shows
that abuse victims rely heavily on technological options like
self-limiting content, reporting abuse, or modifying privacy
settings [35, 55, 96]. For more severe incidents, victims seek
support from law enforcement [100]. Abuse laws are seen as
less supportive of women, but restraining orders are some-
times used [25, 58, 58]. Victims may also rely on women’s
shelters for severe abuse [30, 55, 60].
Similarities across these prior results from the West and

our results from South Asia include that women commonly
experience online abuse; with marginal sub-groups report-
ing more abuse. Also, women are stigmatized for receiving
abuse and limit their use of platforms to protect themselves.
Notable differences in our research include our sample of
primarily new technology users who cope through simple

technology strategies (e.g., more likely to change their profile
photo than update privacy settings as observed in Western
populations); a higher prevalence of the three abuse types
(e.g., 14% content leakages among our participants over 2%
in the U.S.); differences in what is defined as abusive (e.g.,
fully-clothed photos were threatening in South Asia whereas
nude photos were reported in theWest); and a heavy reliance
on informal support from family (over in-app reporting and
legal and police recourse as noted in related work).

Abuse in South Asia
Gender-based spousal and domestic abuse is well documented
in India, Pakistan, and Bangladesh (e.g., [50, 62, 76, 102]). Dis-
tinguishing factors in the South Asian context (as compared
to the West) include the high acceptability of domestic vio-
lence within certain limits and a dearth of institutional sup-
port for women [62]. Across various studies, it is observed
that rather than surrendering to abuse, women establish a
range of coping and resistance mechanisms, cognizant of
their social and structural limitations [50, 53, 63, 76, 102].
Most often, women seek help from parents [62, 102]. In inter-
generational families, in-laws are approached for serious
violence [102]. In rural areas and urban slums, neighbors
may intervene during times of violence, due to proximity
[62]. Women rarely approach formal options (such as the
police and shelters) due to patriarchal attitudes and difficulty
in accessing the services [102]. Leaving a relationship or
seeking a safe shelter is rare, although higher financial sta-
tus and strong family support can motivate women to leave
[48, 53, 62, 102].

Another stream of related work is on gender-based public
safety concerns in South Asia (e.g.,[9, 20, 51]). A common
theme is that women regularly use technology to feel safe
in public spaces, such as by taking photos of vehicles and ac-
cessing their social networks [20, 51]. Another theme across
this research is that the police are trusted for public safety
like crime, but not for personal safety [20, 51], resulting in
low use of SOS helplines by women [9, 51]. Prior research
has examined safety attitudes of women towards digital sys-
tems, such as Bangladeshi women hesitating to use biometric
systems because of male staff members and Indian transgen-
der women finding it difficult to get Aadhar identity cards
because of discriminatory attitudes of officials [8, 16, 87, 95].

Prior work touches upon online abuse in South Asia, but it
is not the focus of inquiry. For example, urban Indian women
had impersonation concerns when providing their phone
numbers to log in to public Wi-Fi [82]. Civil society groups
in India, Pakistan, and Bangladesh report that cyberlaw is
inadequate and the police are not well equipped to fight
online threats [1, 4, 54]. Institutional support like women’s
shelters are scarce and sometimes rapes occur in shelters (e.g.,
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[69]). Abuse reporting is further limited by victim blaming
and abuse justification through culture and religion [4].

South Asian feminism
Our analysis is shaped by South Asian feminist perspectives,
recognizing the cultural explanations and local practices at
play with technology. While South Asia has pluralistic reali-
ties, India, Pakistan, and Bangladesh have had great feminist
solidarity, in part because they all belonged to an undivided
India before 1947 and share a strong history of cultural inter-
change, trade, and family connections [28, 56, 63, 79, 88]. A
South Asian feminist stance allows us to examine marginal-
ized communities as encountering and subverting forces
of power. It allows us to locate such acts in regional speci-
ficities of family, class, sexuality, and religion. South Asian
feminism is often produced within the auspices of postcolo-
nial feminism—a critique of the dominant Western feminism
that saw non-white women of the Global South as powerless
victims that needed rescuing or viewed gender as a universal
category not intersecting with other factors [23, 64]. Femi-
nism in South Asia moved from social reform movements
for basic rights in the 19th century; to postcolonial feminism
after 1940’s dealing with dowry, women’s work, land rights,
political participation, and fundamentalism; to the present
day feminism of #metoo, caste solidarity, anti-violence, anti-
censorship, and LGBTQ+ rights [23, 63]—our analysis is in-
formed by these movements, especially the struggles for
equity in contemporary South Asia.

3 METHODOLOGY
Between May 2017 and January 2018, we conducted semi-
structured, in-person interviews and focus groups with a to-
tal of 199 cisgender and non-cisgender members from India,
Pakistan, and Bangladesh1. Of the entire sample, 2 partici-
pants self-identified as lesbian, 6 as queer, 3 as transgender
male-to-female members, and rest were cis-gender mem-
bers often in heterosexual relationships. We conducted 58
focus groups and 25 interviews with participants. We also
interviewed 6 non-governmental organization (NGO) staff
members (founders, managers, and crisis helpline leads) for
two hours each in four women’s safety and LGBTQ+ NGOs
tackling online abuse in South Asia. We included NGO staff
members to understand support systems and abuse experi-
ences that might otherwise not be reported by participants
due to fear, stigma, or their association with criminal activity.

Focus groups each included three participants who knew
each other, such as co-workers or neighbors, to facilitate

1Our sample intentionally included heterosexual members and gender and sexual mi-
norities. We use the term ’women’ because of the broad political location of the term
and the category that our participants identified with. The term does possess limi-
tations by connoting binary biological identities and signifying the heterosexual cat-
egory. We have tried to be faithful to the personal pronouns and identities used by
participants themselves when we quote them.

easier rapport and trust based on their common ground (see
‘limitations’). Each session focused on participant’s aspira-
tions, Internet use, and safety concerns, lasting about 2 hours
each. Safety-related questions were semi-structured, focus-
ing on experiences with, reactions to, and impacts of abuse.
For participants who preferred to speak alone, we conducted
one-on-one interviews using the same questions.
All ten researchers share diverse ethnicities, birth coun-

tries, religions, and sexualities, but share political solidarity
on feminism and technology design within which we locate
this research. Most of us come from privileged positions
of class and/or caste. All authors have been committed to
researching gender, power, or counter-abuse in our work.
The first author constructed the research approach and first
three authors moderated in India, Pakistan, and Bangladesh
respectively, as native researchers and regional experts. All
authors were involved in data analysis and reporting.

Participant recruitment and moderation
We recruited participants through a combination of recruit-
ment agencies, NGOs, and personal contacts, using snowball
and purposive sampling that was iterative until saturation.
We relied on input from regional experts when selecting
incentives. We conducted interviews in local languages and
translated to English during transcription in order to do
comparative analysis [66] across our international team. Al-
though we were vigilant about transcribing social, technical,
and design terms verbatim, it is possible that some new etic
terms may have been introduced in the translations.

We determined sample size based on ensuring representa-
tive coverage, balanced with recruitment resources available
in each country. In order to obtain a well-balanced sample,
we recruited participants such that roughly a third of partic-
ipants each were of high, medium, and low socioeconomic
status (SES) verified through income, education and material
possessions [68]. Participants ranged from 18 to 65 years
old. All were mobile phone owners, with 177 smart phone
owners and 22 feature phone owners, with 161 prepaid sub-
scribers. We interviewed LGBTQ+ members in India in safe
NGO premises, approaching them through NGOs and activist
groups2, but did not do so in Pakistan and Bangladesh be-
cause of their high-risk safety status [46, 77]. Three-fourths
of participants lived with their families, with an equal mix
of nuclear families with spouse and children, nuclear fami-
lies without children, and multi-generational families with
with parents, relatives, and/or in-laws (most had children);
one-fourth lived alone or with roommates.

2LGBTQ+ relations in India were considered illegal during the time of interviews, but
were later recognized legally by the Indian supreme court in September 2018 [45].
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Analysis and coding
Transcripts were coded and analyzed for patterns using an
inductive approach [92]. We focused on stories about (1) ac-
cess to devices and technology usage; (2) abusive incidents
online; (3) abusers and perceived causes of online abuse; (4)
strategies for coping with online abuse; (5) the role of formal
and informal support systems in dealing with online abuse;
and (6) the impacts of online abuse. From a careful reading
of the transcripts, we developed categories and clustered ex-
cerpts together, conveying key themes from the data. Three
teammembers created a code book based on the themes, with
three top-level categories (types of abuse, coping practices,
and consequences) and several sub-categories (e.g., image
distortion, abuse reporting, and reputation damage).

Numbers reported throughout the paper represent the per-
centage of participants who self-reported a personal abuse
experience, harm, or coping practice, in a focus group or
interview setting. Percentages are derived from coding each
transcript for each individual’s personal occurrences of abuse
types, harms, and coping practices (for focus groups, each
participant was coded individually). NGO participants were
not included in these numbers. While we present qualitative
reports of participants who reported experiences of contacts
known to them to further characterize the local experience,
we do not include these reports in the percentages3.

Research ethics and anonymization
We protected participant safety, and created neutral and non-
judgmental spaces, by inviting them to coffee shops, restau-
rants, university campuses, and NGO locations where they
felt safe and comfortable. We used same-gender and same-
ethnicity moderation to leverage common cultural ground
and build trust. During recruitment, participants were ver-
bally told the purpose of the study, the categories of ques-
tions, and the Google affiliation of the researchers, providing
potential participants an opportunity to decline participa-
tion prior to interviews. At the beginning of each interview,
the moderator obtained verbal informed consent from all
participants and explained the study topics, in the language
participants chose. We also informed participants that they
had the right to terminate the study at any point without
forfeiting the incentive. We explained the methods of record-
ing to participants (e.g., audio, video, notes, or none), after
which participants chose the technique they were most com-
fortable with. We stored all data in a private Google Drive
folder, with access limited to the research team. To protect
participant identities, we deleted identifying information like
names and contact details in all research files. Furthermore,
we redacted any identifying information by working with

3It is possible that participants may distance themselves from abuse incidents by
speaking in the third person or as a third party (see [75]).

privacy experts. When presenting our findings, we report
only pseudonyms, age ranges, and locations (if the popula-
tion is larger than 100,000 residents) to protect participant
privacy; for LGBTQ+ participants, we exclude age ranges.

Country-specific demographics & details
India. Our 103 participants in India included college stu-
dents, housewives, domestic maids, village farm workers, IT
professionals, bankers, small business owners, and teachers.
We conducted focus groups in Chennai, Bangalore, Delhi,
Kanpur, and villages in the state of Uttar Pradesh (an 85%
urban and 15% rural split across all locations). Of this sample,
11 identified their sexual and gender identities as bi-sexual,
transgender, and lesbian and 2 had disabilities. We also inter-
viewed 4 staff from three NGOs working in women’s rights
and LGBTQ+ rights (2 crisis helpline leads, 1 founder and 1
manager). We identified the NGOs through Internet searches
and word-of-mouth references from the LGBTQ+ commu-
nity. We conducted interviews in Hindi, Tamil, Kannada, and
English, depending on the participants’ language preferences.
Each participant received 10–15 USD for participation.
Pakistan. Our 52 participants in Pakistan included house-
wives, students, gym trainers, janitors, beauticians, teachers,
security professionals, and home tutors. We conducted fo-
cus groups in urban and surrounding rural areas of Lahore,
Multan, Rawalpindi, Peshawar, Karachi, and Hunza (an 80%
urban and 20% rural split across all locations). We also in-
terviewed 2 staff members in a women’s safety NGO that
provided counseling services for online abuse. We identified
the NGO through word-of-mouth recommendations from
some participants. We visited Muslim, Christian and Ismaili
communities to recruit participants. We conducted all focus
groups in Urdu. We provided participants with goody bags
consisting of food items worth up to 5 USD.We also provided
cash incentives worth 50 USD to facilitators in each city.
Bangladesh. Our 44 participants in Bangladesh included
garment workers, housewives, teachers, medical doctors,
engineers, and day laborers. We conducted focus groups in
Dhaka, Chittagong, and Sylhet (all urban). We contacted
participants from each group through a known contact, such
as a research team member, university staff, or personal
contact. We conducted focus groups in Bengali. We provided
participants with incentives of warm food and monetary
incentives of 12 USD, or an equivalent gift.

Limitations
Although our study included a diverse sample, it may be
subject to common limitations of qualitative studies, includ-
ing recall and observer bias, participant self-censorship, and
limited generalizability of the results. We included percent-
ages to indicate broad trends in our study sample of 199

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 2 Page 5



women, not to generalize abuse types or reflect actual in-
cidence rates within a broader population of South Asian
women. This is particularly true as the interviews depended
on what participants remembered and felt comfortable re-
porting in a semi-private setting (which could reduce their
comfort level with speaking up, or conversely incentivize
speaking among trusted contacts). Further, participants were
informed beforehand and at the start of interviews about
the nature of the study, and may have some level of willing-
ness to discuss abuse-related topics. NGO staff participants
discussed more abuse incidents of high severity, perhaps be-
cause of their reduced risk of stigma or trauma as compared
to participants. While we attempt to highlight variations and
similarity across demographics in our results presentation,
future work could explicitly compare cohorts. Our study
primarily reflects new technology users mainly on prepaid
connections. Our numbers for LGBTQ+ (n=11) and persons
with disabilities (n=2) are small, and only offer directional
results, not conclusive findings.

4 FINDINGS
Amajority of participants (72%) reported facing online abuse,
and many narrated severe abuse incidents. Out of the remain-
ing 28%, 7 participants explicitly reported not having faced
any online abuse, and the rest did not mention any abuse inci-
dents. South Asian women are not a singular group and these
abuse experiences, impacts and resources vary across social
class, age, sexual identity and community, and we attempt
to underscore some of the variations. Overall, we found that
participants who were younger, low-income, rural, gender
minorities, or had disabilities reported greater abuse. Vari-
ous factors appeared to contribute to greater abuse among
these sub-groups, such as higher marginalization of minority
gender identity or orientation; higher expression of violence
at lower incomes (also seen in [17]); tighter nature of com-
munity living spaces in urban slums and rural areas (also
seen in [85]); and higher marginalization of people with dis-
abilities (also seen in [71]. Refer to table 2 for incidence by
sub-groups. We describe the types of abuse faced by partici-
pants, the impact of the abuse on their online activities and
personal lives, and the coping practices they developed to
mitigate future abuse.

Types of online abuse reported
Participants primarily reported three forms of abuse: cyber-
stalking, impersonation, and personal content leakage. We
categorized abusive behaviors according to the ‘abuse type’
definitions shown in Table 1, which focus on the actions
abusers took and the mechanism they employed (as opposed
to the abuser’s motivations or victim harms, since we did
not interview abusers and harms overlapped across abuses).

Cyberstalking (66%). Cyberstalking involved participants
receiving constant, unwanted contact from male strangers
online. Cyberstalking was the single most common form
of abuse reported, with 66% discussing at least one form of
cyberstalking, and 5 distinct incidents from NGOs. Younger
women predominantly reported experiencing cyberstalking
incidents, with some women experiencing such abuse on a
daily basis; cyberstalking was more commonly reported in
India (73%) compared to Pakistan (65%) and Bangladesh (50%).
Participants reported receiving daily calls, friend requests,
and direct messaging from unknown men (most of these
were sexual in nature). Participants also described how social
platforms and communication tools created new channels
for connection and messaging that were leveraged by ill-
intentioned strangers. As an analogy, participants described
having firm control over their physical mobility and having
some control over the associated risks of being out in public
spaces, but because of the broader potential for interpersonal
connection enabled by online social platforms, they reported
being exposed to new vulnerabilities. Participants reported
that they could generally ignore cyberstalking. However,
when made visible to family, it sometimes led to tensions
and violence, as we detail in the impacts section.

Friendship requests (55%)
Cyberstalking most commonly occured via friendship re-
quests accompanied by ‘I love you’ and other sexually ex-
plicit messages from strangers. Indian participants reported
higher incidence of friendship requests (67) compared to
those in Pakistan (46%) and Bangladesh (36%). Platforms de-
signed with any connection element, including mechanisms
to call or direct message, were reported to lead to undesired
contact. Shanti (a 25 to 30-year old from Bangalore, India)
described how even non-social platforms like classifieds and
marketplaces led to unwanted personal attention via their
communication features.

“On social media platforms they say ‘I love you,’
‘come with me.’ Everyday I get these requests. Re-
cently I posted a scooter ad on a classifieds app,
and even there I got requests, ‘Do you want to have
sex?’ They don’t leave us alone anywhere we go.”

Another form of cyberstalking involved strangers creat-
ing false profiles posing as women or trusted contacts and
then sending our participants deceptive friend requests. In
the South Asian context, cross-gender interactions can be
problematic because of gender and safety norms. Posing as
a woman was a common abuse strategy to infiltrate into
individual friend lists, women-only groups, and closely-knit
communities. Once abusers gained access, participants re-
ported receiving direct messages and being tagged in con-
tent. In related cases, abusers copied the participant’s photos
for wider circulation (discussed later in personal content
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leakages). Despite rigorous measures to protect themselves,
many participants were deceived by sophisticated profiles
that appeared to be authentic, through the use of common
interests and relationships. In the case of Sapna (an 18 to
25-year old college student in Kanpur, India):

“Once I got a friend request from a girl who said
wemet at an arts college event. So I became friends.
Then she was messaging me everyday. Then I got
a suspicion that she is a he. No girl will chat so
much and send hearts. Then she said ‘I love you’.”

Unwanted phone calls and SMS (34%)
Cyberstalking also manifested as unwanted phone calls and
SMS, with a sexual or romantic intent. Participants felt in-
tentionally targeted due to their gender and reported that a
majority of such incidents involved unknown male strangers.
Mishita (a 20 to 25-year old garment factory worker in Dhaka,
Bangladesh) reported how unwanted calls led to her parents
suspecting her of engaging in relationships with men:

“I get these calls a lot. Mainly after I recharge [top-
up] my phone at the shop. It’s so irritating. I tell
them I am married, have a baby, but still they call.
My father asks me, ‘who is calling you so many
times, is it a man’.”

Participants believed that abusers found their contact
information within and outside of technology platforms.
Within platforms, participants reported that their contact
information was visible to abusers via platform searches
and mutual contacts. Outside of platforms, participants sus-
pected that their phone numbers were distributed digitally
through male groups, like college peer groups and neighbor-
hood groups, and offline through top-up shops4 (note that
we describe a different abuse type in which abusers leaked
content in undesired contexts under ‘personal content leak-
ages’). A few participants reported increased cyberstalking
after interacting with taxi services and delivery agents. For
example, Sharifa (an 18 to 25-year old college student from
Karachi, Pakistan) described how taxi drivers contacted her
after she used ridesharing apps.

“Every time I take a taxi, I get ‘good morning’ or
‘I love you’ messages. It disturbs [bothers] me.”

Impersonation (15%). Impersonationwas another frequent
type of abuse reported by participants, with 15% reporting
at least one type of impersonation threat, and 7 distinct inci-
dents from NGOs. Impersonation was reported more com-
monly in Bangladesh (34%) and Pakistan (19%), compared
to India (5%). Impersonation was more commonly reported
by lower-income participants, younger participants, and sex-
ual minorities. Here, abusers would copy a victim’s profile
4In 2017, the Hindustan Times reported that top-up shopkeepers were copying
women customers’ phone numbers and selling them in bulk packages to strangers [2].

or likeness and use it to create a malicious profile or like-
ness, without the victim’s consent. Participants discussed
two common approaches: (i) stitching pornographic images
to an individual’s face (which we refer to as synthetic porn);
and (ii) stealing an individual’s identity to create a false,
disreputable profile. Participants felt that motivations for
such attacks were to humiliate women who went against
dominant societal values (e.g., for wearing modern clothing).
Synthetic porn (6%)
Synthetic porn involved superimposing pornographic im-
ages below women’s faces. A non-trivial 6% of our partici-
pants reported experiencing synthetic porn. Threats of this
type were complicated by the fact that these participants
were initially unaware that their personal contentwas copied,
manipulated, and reshared on social media platforms. For ex-
ample, one participant’s vacation selfie on a social platform
was manipulated and spread virally, without her knowledge.
None of the participants who reported experiencing a syn-
thetic porn attack were aware of or alerted immediately after-
ward; rather, negative repercussions from their community
made them aware that their identities had been misappropri-
ated. In Dhaka, Saffiya (a 18 to 25-year old college student
from a low-income community) recounted an incident of
how a sister’s display picture was superimposed onto a nude
body and circulated on social media. The photo circulated
on social networks for a while, before the family discovered
the damage to her reputation from negative gossip within
the community. For many participants, the fear of synthetic
porn led to content censoring, such as using non-face images
as profile photos (we discuss more under ‘coping practices’).

Stealing a victim’s identity for a false profile (12%)
Twelve percent of our participants experienced imperson-
ation attacks that involved an abuser creating a malicious
or disreputable likeness of a victim’s identity without the
victim’s knowledge. Consider the case of Mariyam (an 18 to
25-year old gym trainer in Lahore, Pakistan). When Mariyam
was in the 12th grade, her profile photo and identity were
exploited to create a sexually-revealing, false profile. She
described that many male classmates made sexual gestures
to her suddenly. Later, one of her classmates told her about
the incident. Mariyam’s school principal rebuked her “loose
character” and blamed her family for raising a morally cor-
rupt daughter. Mariyam luckily recovered from the incident
by shutting down her account with family support.
Participants in Pakistan reported account hacking by

strangers to maliciously modify their profiles. For example,
Faiza (an 18 to 25-year old student from Peshawar, Pakistan)
described how her account was misappropriated to falsely
show that she was engaged to an unknown man. Fear of
hacking was widespread and participants coped with this
concern by carefully befriending only trusted contacts (even
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Abuse types Mechanisms Harms Coping practices

Cyberstalking (66%)
Undesired contact from
strangers on platforms.
IN: 73%, PK: 65%, BG: 50%

• Friendship requests
from strangers (55%)
• Unwanted SMS and calls
(34%)

• Self censorship and
limited participation
• Emotional damage
• Physical violence

• Block requests
• Limit information online
• Use fake identities
• Check for mutual trust

Impersonation (15%)
Malicious likeness of a vic-
tim’s identity, created or mod-
ified without consent.
IN: 5%, PK: 19%, BG: 34%

• Synthetic porn (6%)
• False profiles using
a victim’s identity (12%)

• Reputation damage
• Emotional damage
• Physical violence

• Proactively change profile
photos to non-face images
• Support from family and
friends
• Support from NGOs

Personal leakages (14%)
Non-consensual exposure of
interactions and content in un-
wanted social contexts.
IN: 7%, PK: 25%, BG: 18%

• Non-consensual sharing of
photos,
conversations, and identity
(14%)

• Reputation damage
• Emotional damage
• Coercive romantic
involvement
• Physical violence

• Support from family and
friends
• Support from NGOs
• Support from police

Table 1: Threatmodel of online abuse types, harms, and copingmethods amongparticipants in SouthAsia (percentages exclude
NGO staff). Participant reports are likely to be low estimates, because of the stigma and trauma of discussing abuse. Among
only 6 NGO staff interviews, we heard an additional 15 distinct incidents (5 cyberstalking, 7 impersonation, 3 leakages).

though account passwords can technically be hacked by any-
one), which we describe later under ‘coping practices’.

Personal content leakages (14%). Personal content leak-
ages were the final type of abuse from our study, and themost
severe threat. Leakages involved abusers non-consensually
leaking interactions they had with the participant or the
participant’s content to other individuals, with the reported
goal of causing the participant harm (reported by 14% of
participants, and 3 distinct incidents from NGOs). Leakages
were more commonly reported by sexual minorities and low-
income participants; and by participants in Pakistan (25%)
and Bangladesh (18%), compared to India (7%). Participants
had control when producing and sharing the content in the
original context, but abusers surprised participants by re-
leasing the content into new social contexts in malicious
ways. Abusers turned ordinary interactions, such as friendly
chats and normally innocent photos, into harmful content
by leaking it in unwanted contexts, such as to her elderly
relatives, employers, or to the public. For example, a par-
ticipant who messaged with a man she did not know well
was framed as licentious and evidence of the interaction was
used as blackmail. Content leakage abusers were sometimes
strangers and sometimes former acquaintances, acting after
their interactions with the participant soured (in contrast
to impersonation attackers, who participants described as
strangers manipulating innocuous content).
Abusers were reported to coerce some participants into

non-consensual romantic relations by threatening to leak

personal content like phone numbers, names, photos, and
screenshots of casual conversations. For example, Chandra
(a 25 to 30-year old in Delhi, India) described threats received
from a male stranger saying, “talk to me every day or I will
tell your family that you were talking to me.” As we men-
tion earlier, cross-gender interactions were generally con-
sidered taboo among conservative families. In another case
of non-consensual data disclosure, Sakshi (from Chittagong,
Bangladesh) reported that her 18 to 25-year old relative’s
fully-clothed modelling photos meant for private publication
unknown to family (as a side job), were almost leaked by a
stranger who threatened to post them on social media unless
she would be intimate with him. The abuser had created a
page named Shikto Noyon (Wet Eyes) and posted that “in-
teresting photos will come soon”. The link was shared with
Sakshi’s relative, who ultimately sought an NGO’s help.

In addition to leaking conversations and images of partici-
pants, photos of women going about their daily lives were
reported to be surreptitiously captured and used to cause
harm. Nur (a 30 to 35-year old faculty) reported how some
male students took photos of women in the college canteen,
anonymously uploading them to various websites with cap-
tions like, “how much for her?” (implying that they were sex
workers). The websites were taken down and re-created on
servers in other countries. Nur noted that the women stu-
dents were blamed by other faculty for exposing themselves,
leading to further unwillingness by students to report abuse.
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Personal content leakages were the most incapacitating
class of abuse in our study, principally due to the damage they
caused to participants’ social reputation and dignity. Partici-
pants described how reputation damage was rooted in the
suspicion of a woman’s presumed complicity and looseness
in leaking sexual content about themselves, even when the
release was non-consensual (due to presumed sexual and pre-
marital relations, considered taboo for most women). Con-
tent that is not (or only mildly) sensitive in Western contexts
was sometimes very sensitive to the women in our study—a
fully-clothed photo or a woman’s name, when revealed in
the wrong context, led to enormous negative consequences
for women (in contrast to sexually explicit images and acts
being held against women in Western contexts [99]). As Ra-
heela (NGO staff for a women’s safety helpline in Pakistan),
explained,

“Sharing a girl’s picture may not be a big deal for
U.S. people, but a fully-clothed photo can lead to
suicide here in conservative regions of Pakistan.”

Sub-groups Reported at least one type
18-25 y.o. 78%
26-40 y.o. 67%
41+ y.o. 61%
Low 76%
Mid 70%
High 50%
City 73%
Town 50%
Rural 80%
LGBTQ+ 100%
Persons with disabilities 100%

Table 2: Sub-groups reporting at least one abuse type.

Impacts of online abuse on participants
Although we did not specifically sample for victims of abuse,
our participants experienced online abuse frequently and the
impacts were severe. In this section, we discuss the repercus-
sions of abuse, ordered by reports of how many participants
experienced them (refer to Table 1).

Emotional harm and withdrawal (55%). Participants re-
ported that all three abuse types made them uncomfortable
with expressing their personal identities online and offline.
Stigmatization from online abuse was especially encountered
in close-knit (offline) communities via hurtful discussions at
weddings, festival celebrations, and gatherings. This caused
participants to withdraw inwardly, away from their commu-
nities. Two transgender participants described how online

abuse made them feel more other-ed in their community
and even led to self-loathing. Describing the impact of the
false profile created of her, Mariyam (a cis-gender partici-
pant whose story can be found in the section about ‘false
profiles’ above) noted how she was subjected to ridicule by
her neighbors, despite her family’s staunch support.

“I was feeling so guilty. I felt that every neighbor
was laughing at me and started wondering what
he has seen about me. It was terrifying.”

Online abuse (and its anticipation) led to withdrawal from
activities and expression online, too. Participants reported
self-censorship of their online self-expression (e.g., limited
profile information), reduced content production (e.g., hesita-
tion to create posts and articles), and limited content engage-
ment (e.g., refraining from commenting), to protect them-
selves from the antagonistic behaviors. We observed that
participants were more comfortable with consuming and
sharing content, than with creating content. Women-only
and closed discussion groups were favored due to a sense of
control and trust. Some participants expressed strong hes-
itation in disclosing phone numbers, names, gender, and
location, which are basic units of many digital profiles.

Reputation damage (43%). A major consequence of on-
line abuse was that of reputation damage of the self, family,
and community. Distinct from the literature in the West,
abuse experienced by our participants impacted not just the
individual’s personal reputation, but also their family and
community’s image and honor. Impacts included adverse
social gossip, loss of arranged marriage opportunities, and
rejection from parent-teacher meetings. In the case of em-
ployer leakages, managers were reported to discretely handle
the situations by confronting abusers or admonishing the vic-
tim for leaking content—institutional counselling was either
unavailable or not sought out. Shazia (NGO staff in Lahore)
explained how the underpinning threat of reputation damage
gave power to the abuser:

“Most threats are, ‘I will put this online and show
your father’, not money. If the patriarchal society
does not react then a blackmailer has no power.”

Coercive romantic involvement (5%). Our results show
the pervasiveness of strangers attempting romantic contact
with participants. Five percent of participants gave in to co-
ercive romantic relations due to threats, mainly from content
leakages (3 had ongoing relations at the time of interviews).
They did not seek external help, but instead waited for the
abuser to stop contact. Participants reported that the nor-
malization of stalking in regional films provided men with
frameworks for non-consensual relations.

Participants from marginal communities, such as LGBTQ+
members andwomenwith disabilities reported facing regular
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threats of coercive sexual or romantic involvement, and gave
in to some of them. For example, a trans woman in India
reported that she was threatened by strangers about leaking
her photos along with her gender identity on social media,
in exchange for sexual relations. As she had not yet publicly
transitioned and LGBTQ+ relations were criminalized, she
gave in to the demands for fear of losing her professional
job, until she found an NGO to help file a police complaint.
Participants feared potential arrest and loss of livelihood
due to gender identity leaks. Participants with disabilities
reported facing pervasive discrimination and vulnerability,
sometimes even receiving coercive sexual threats. Through
photo leaks and offensive comments that explicitly shamed
disabilities, abusers made efforts to coerce relations.

Physical harm (4%). Four percent of participants reported
experiencing physical violence as a consequence of online
abuse, not just from intimate partners, but also from brothers
and uncles who found out about the incidents. Violence was
reported by 8 participants, all of whom were of lower SES
(class-related reporting bias may impact middle and upper
classes from disclosing violence too). Families also banished
them from using the Internet temporarily and had them
delete accounts. Domestic violence was reported to occur in
response to all three types of online abuse.

Coping practices to deal with online abuse
To resolve online abuse, participants often sought support
from family and friends, but rarely turned to online platforms
or law enforcement for support. Participants attempted to
prevent online abuse through technology, for example, using
non-face profile photos or checking profile attributes before
befriending contacts. A few participants described how they
provided emotional or technical support to other contacts
who went through abusive experiences, based on their prior
experience. See Table 1 for more.

Resolving online abuse through informal support.
Support from family and friends (47%)
Family and friends were the most common support systems
for our participants when resolving online abuse. These
trusted relations offered emotional support, confidentiality,
and technical advice for how to resolve or avoid abuse. For
example, Saffiya’s family (after the synthetic porn incident)
directly confronted the abuser who lived in the neighbor-
hood, instead of filing a police complaint, a non-bailable
offense, to avoid further retaliation. After Mariyam’s imper-
sonation incident, her family provided emotional support
and dealt with school authorities. Faiza (whose profile was
hacked and modified) had an aunt who helped her cope with
the false fiancé profile and kept the incident hidden from
her strict parents. While most participants described their

families as being supportive in combating online abuse, there
were a few cases of domestic violence from abuse (see also
Qandeel Baloch and Vinupriya’s cases [39, 67].)

Appealing to NGOs (7%) and the police (1%)
NGOs provided support to 7% of our participants. These
participants described NGOs as offering harassment-free
support, confidential from husbands and in-laws. NGOs had
vast amounts of experience dealing with online abuse cases
and working with legal systems, especially for marginalized
communities. However, NGOs appeared to suffer from poor
discovery—a majority of participants were not aware that
they could turn to NGOs for help with online abuse or did
not know which NGOs to contact.

None of the women in our study approached law enforce-
ment on their own for help with online abuse (only 1% re-
ported to police, and these were with help from NGOs). Par-
ticipants described law enforcement as being abusers them-
selves, bringing disrepute to women, and having outdated
technical knowledge. Moreover, participants described the
cybercrime reporting process as harrowing and bureaucratic.
For example, the NGO staff we interviewed in India and
Pakistan described the reporting process as vague (e.g., it
was unclear which documents to complete and what type of
complaints to file). A Pakistani NGO staff member described
their experience with attaching evidence to a police report:

“To register a complaint you must bring the print-
outs or photos. So for a nude photo for which some-
one is blackmailing me, I have to give the printout
to the investigation officer. Now that file can be
placed on any desk or cupboard and seen by any
officer as per his convenience.”

Reporting abuse to platforms (2%)
In-app abuse reporting is a common functionality on social
platforms for users to submit abuse incidents; however, only
2% of participants had reported abuse to technology plat-
forms (half of these were from NGOs). Barriers to reporting
included poor awareness of reporting features and a per-
ception that social platforms would not understand regional
problems. Relatedly, abuse reporting terms did not match the
terms frequently used by our South Asian participants for
the same concepts. For example, instead of using terms like
‘report abuse’, participants used the term ‘blocking’ verbally;
instead of ‘sexual harassment’, participants used the term
‘eve-teasing’ (see more on privacy vernacular in South Asia
in [83]). Our NGO participants who reported abuse described
experiencing lengthy delays, rare take downs, and canned
responses. Overall, participants described feeling that abuse
reporting was not designed to help alleviate their grievances.
For example, Mariyam (see Impersonation section above)
did not report abuse online or flag the false profile. When
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asked why in the interview, her reply was, “What will they
do anyway? I don’t feel they can do much for me.”
NGO participants believed that social platforms did not

consider the South Asian cultural context when reviewing
abuse complaints. For example, fully-clothed photos might
not violate platform policies, even if a harasser was using
it to abuse someone. Review teams’ limited understanding
of local languages was cited as another challenge. An NGO
social worker in Peshawar, Pakistan described how a group
of male college students demanded prepaid data top-ups in
exchange for not leaking victims’ fully-clothed photos and
phone numbers on a social platform. A victim had sought
the help of the NGO, following which, they reported abuse to
the platform. It took a week of back-and-forth between the
moderation team and the NGO to translate the page content
from Pashto to English. While the page was eventually taken
down, a week’s delay in translation enabled further abuse.

Preventing online abuse through technology.
Establishing common trust signals (56%)
To prevent cyberstalking by strangers, participants reported
checking for common ground and trust signals before com-
municatingwith new profiles, such asmutual friends, activity
history, and profile content. Participants were widely aware
of telltale signs of false profiles, such as profiles with women
actor photos as profile photos, zero mutual connections, and
one-sided posts with no engagement from contacts.

Using non-face photos (41%)
Another common practice participants employed to prevent
synthetic porn or other abuses of their likeness, was to use
non-face alternatives as their profile photo, such as flow-
ers, animals, landscapes, dolls, babies, religious quotes, and
family photos. Participants cared about their profile photo
and thus reported conducting comprehensive image searches
to find creative image alternatives. Some married women
considered it more socially acceptable to display their faces
along with family members. In Bangladesh and Pakistan,
some participants substituted faces in display pictures with
alternatives in order to observe purdah (veiling) for modesty
and religious reasons. Participants described learning these
strategies from social relations like siblings, partners, and
friends. Many participants noted that when they uploaded
face images, their male relatives immediately warned them
about the possible dangers of exposure.

Other technology practices
Participants used other technological practices to prevent
and deal with abuse, such as limiting what they shared about
themselves online (59%); blocking abusers (26%); ignoring
abuse (25%); and using false, male identities (6%). False identi-
ties were created via male names and profile photos (obtained

via Internet searches) to participate in public fora. All partic-
ipants articulated a belief that limiting their online presence
would help prevent undesired abuse.

5 DISCUSSION
Overall, the participants in our study reported experiencing
regular online abuse and understood their online risks fairly
comprehensively. Younger, rural, low-income as well as sex-
ual minorities and women with disabilities reported more
abuse. Our results show that social media provide new spaces
for patriarchal control, as much as they empower, through
communication features that open interactions with abusive
strangers; mis-appropriations of identities through malicious
likenesses; and leaks of consensual content in unintended
contexts. However, our participants did not silently experi-
ence the abuse online; rather, they strategically employed
a range of informal coping mechanisms, such as relying on
family, employing safeguards, verifying mutual trust signals,
relying on NGOs, and reducing their online presence. In line
with South Asian feminists, we echo that such acts of agency
and repair need to be embraced in any interventions [62, 76].

Online abuse can have profoundly disparate impacts [25]
on gender equity online in the short- and long-term. As
data-driven technologies like artificial intelligence and ma-
chine learning proliferate, online abuse directly contributes
to gender gaps online [42], which in turn causes gender
disparity in data sets in training and evaluation, leading to
fairness and ethical issues (for example, only 29% of Internet
users in India are women, leading to over-representation
of male data relative to their real world prevalence [84]).
Addressing online safety is a starting point to an equitable
Internet for women and LGBTQ+ members to connect and
demand accountability. Given the complex social, cultural,
and technical issues our study highlights, we argue that a
coordinated, multi-disciplinary set of solutions need to be
explored, encompassing design, policy, and more. We discuss
some implications from our research below.
Solutions to address gender-related online abuse in the

South Asian context need to consider familial and socio-
cultural power relations. Participants turned to family for
emotional and material support to recover from abuse, al-
though they were not unanimously helpful. Considering
that the onus of a family’s and community’s reputation of-
ten rested on women, the prevalence and consequences of
abuse were compounded for them. However, unlike domestic
abuse and public harassment, older generations are excluded
from understanding and handling the online threats due to
their limited digital capabilities5. Younger male family mem-
bers performed important care work and enacted ‘supportive
masculinity’ [24], e.g., by encouraging their sisters to modify

5Note that in South Asia, the Internet is dominated by young men, e.g., [18]
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their profile photos to avoid potential abuse online. Such
actions protect the individuals involved from abuse, but also
reinforce familiar patriarchal norms by limiting online pres-
ence based on gender. Furthermore, the public manifestation
and viral diffusion of social media-based abuse present new
challenges for secrecy (who can see), accountability (who is
at fault), and recovery (what can be done), unlike other forms
of discrete abuse which families can understand how to deal
with. Support options are still entrenched in the socializing
forces that endorse and lead to abuse—shifting the mindset
of how gender is viewed in the family and community is
important. Educating young Internet users about how to
equitably and respectfully interact with women online can
be effective, rather than calling for women alone to claim
online spaces. Internet safety education aimed at families
can be especially beneficial in the South Asian context.

Formal support systems, like abuse laws and content poli-
cies, were viewed as less supportive of gender-based abuse.
Most participants perceived law-and-order and in-app abuse
reporting to be ineffective or hurtful to their reputations.
Only 1% had reported online abuse to police and 2% reported
to platforms (compared to 27% among Western participants
in [55]). Among those that had filed police complaints, pa-
per evidence and victim-blaming were seen as detrimental
to seeking help. Counter-abuse policies and moderation on
technology platforms were viewed as culturally incongruous.
For example, a fully-clothed photo, name, or phone number
released publicly was a serious issue for some participants
when deemed harmless by the platform. As another example,
many participants were not aware when their digital identi-
ties were impersonated until they felt the repercussions, as
in Mariyam’s impersonation and the Dhaka college incident.
Such events caused major damage hyper-locally because
of the tight-knit nature of communities; but counter-abuse
systems may only trigger when attacks happen on a large
scale. Automatic detection and timely responses could help
sooner. Overall, more sensitive formal recourse, technologi-
cal safeguards, and improved in-app abuse handling could
help South Asian women feel safer online.
NGOs acted as alternatives to formal systems by helping

victims navigate legal processes and get relevant resources;
however, they faced discovery issues. Future research could
explore tightly coupling NGOs with formal support systems
to recognize digital abuse patterns and provide support when
needed. Some key questions are whether and how NGOs can
handle the resulting volume of reports and how they can play
a larger role in helping platforms with language translation
and cultural explanations in their moderation. For example,
NGO staff felt that abuse content in South Asian contexts was
not well understood by social platform moderation teams,
and they played critical bridges between communities and
platforms, like in the Peshawar top-up blackmail incident.

Another opportunity is to improve the visibility of gender
equity NGOs within communities, police, and platforms.
We encourage technologists to explore user education

around safety features and to set defaults that take regional
specificities into account. Although technological strategies
were used by participants, these were sometimes ineffec-
tive in addressing the root causes (e.g., blocking contacts
instead of modifying privacy settings). It is also important
to offer flexibility in user identity models without impinging
on users’ freedom of expression. For example, participants
regularly employed non-face content for profile photos, such
as babies or flowers, to both prevent distortion and to enact
cultural and religious values. Understanding and designing
with local technology vernacular could make tools more in-
clusive. Our participants also sought out safe spaces, like
same-gender groups, and were more likely to use them than
open public platforms (similar to veils that provide ‘portable
seclusion’ [7, 72]). While same-gender spaces may segregate
women’s contributions from the Internet ecosystem, design
principles from these, such as moderation and reinforcement
of community guidelines can help.

6 CONCLUSION
We presented a qualitative study of online safety among
199 cisgender and non-cisgender people who identified as
women and 6 NGO staff members, across a diverse socio-
economic spectrum in India, Pakistan, and Bangladesh. We
described the types of online abuse that South Asian women
encountered and coped with, analyzing their unique socio-
cultural contexts and technology use-cases, using a feminist
lens. We presented three major abuse types experienced by
our participants, primarily on social media platforms: (i) cy-
berstalking, (ii) impersonation, and (iii) personal content
leakages. Our results show that online abuse was commonly
experienced by our participants (72% experienced at least one
abuse type) and created severe consequences such as reputa-
tion harm, emotional harm, coercive relations, and physical
harm. Our participants had developed informal coping mech-
anisms to resolve abuse, relying on family and NGOs, rather
than seeking formal support from law enforcement or tech-
nology platforms. To prevent abuse, participants proactively
limited technology use and used creative workarounds, lead-
ing to even lower participation online by women in a region
with the highest gender gaps online [41]. Given these results,
we discussed opportunities, open questions, and challenges
for technologists and policy makers to consider in advancing
a gender-equitable Internet .
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